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denote the horizontal and vertical components of the veloc-
ity field at the point (x, y) at time t, and similarly defineA numerical method for the solution of the two-dimensional Euler

equatons for incompressible flow on locally refined grids is pre- p 5 p(x, y, t) as the pressure. Given some domain V with
sented. The method is a second-order Godunov-projection method a solid wall boundary V, the evolution equations for U are
adapted from Bell, Colella, and Glaz. Second-order accuracy of the
numerical method in time and space is established through numeri-
cal experiments. The main contributions of this work concern the Ut 5 2uUx 2 vUy 2 =p

(1)formulation and implementation of a projection for refined grids.
= ? U 5 0.A discussion of the adjointness relation between gradient and diver-

gence operators for a refined grid MAC projection is presented, and
a refined grid approximate projection is developed. An efficient

The boundary condition for the velocity at physical bound-multigrid method which exactly solves the projection is developed,
aries is the no-flow conditionand a method for casting certain approximate projections as MAC

projections on refined grids is presented. Q 1996 Academic Press, Inc.

U(x, y, t) ? n̂ 5 0 for (x, y) [ V, (2)
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1. INTRODUCTION where

In this paper a method is developed to simulate the
= ? UD 5 0 in V, UD ? n̂ 5 0 on V.evolution of an inviscid, incompressible, constant density

flow in two dimensions on a computational grid using local
grid refinement. The method is based on the second-order Proof. Taking the divergence and normal component
projection method of Bell, Colella, and Glaz [6]. Conver- of both sides of (3) yields
gence studies will be presented that show that the method
is second-order accurate in space and time, even in the

Df 5 = ? U (4)
presence of local grid refinement.

The evolution of an incompressible, inviscid fluid with
andconstant density in a region of the plane is given by the

following form of the Euler equations. Let
f

n̂
5 U ? n̂ on V. (5)

U 5 U(x, y, t) 5 (u(x, y, t), v(x, y, t))
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Equations (4) and (5) define a Neuman problem which is
known to have a unique solution, up to an additive constant
in f, provided the solvability condition

E
V

= ? U 5 E
V

U ? n̂ (6)

is satisfied [25]. Equation (6) is simply the divergence theo-
rem; hence, it is trivially satisfied. With f so defined, set
UD 5 U 2 =f. It is then trivial to check that the conditions
of the theorem are met. FIG. 1. Cell variable locations for staggered grids.

The preceding proof also supplies the procedure for
extracting the divergence-free part UD from some vector

space of discrete divergence-free vector fields. Numerousfield U, namely solving a Poisson problem with Neumann
variations on and improvements of the original methodboundary conditions for f. Since UD is uniquely deter-
have been advanced. (For a survey of projection methods,mined, we can define the projection P by
see Gresho [20], Peyret and Taylor [33], or Simo [34].)
Most have in common a predictor–corrector type processP(U) 5 UD.
in which a first approximation U* to the velocity is com-
puted and then a discrete projection is applied to U* toNote also that
yield an update of the velocity. An interesting second-order
projection method for the incompressible Navier–Stokes(I 2 P)(U) 5 =f.
equations which uses a higher order Godunov-type proce-
dure to approximate the advective terms was introduced

The boundary condition on UD in Theorem 1.1 is not by Bell, Colella, and Glaz (BCG) [6]. Extensions of this
restricted to UD ? n̂ 5 0. The projection P can be defined method have been successfully used in a number of differ-
so that UD ? n̂ 5 g for any g such that ent regimes, and an inviscid version of it serves as the basis

for the projection method on refined grids presented inE
V

g 5 0. this work.
The emphasis here concerns the formulation and imple-

mentation of a discrete projection operator on a refinedThis condition is necessary for P to exist, as can be seen
grid structure. Issues relating to the necessary modifica-from the divergence theorem. The effect of prescribing
tions to handle the viscous equations will be addressed innon-zero boundary values for the projection on the above
future work. Section 2 covers some of the details one mustprocedure for extracting the divergence-free part of a flow
consider when implementing discrete projections and Sec-is to simply change the Neumann boundary conditions
tion 3 relates these issues to approximate projections. Sec-given in Eq. (5) to
tion 4 contains a description of the refined grid projection
method. A multigrid procedure for solving the projection
is presented in Section 5. Convergence results from the

f

n̂
5 U ? n̂ 2 g on V. (7)

method are contained in Section 6, and a summary of
the pertinent issues contained in the paper appears in the

The application of the projection P to Eq. (1) yields the final section.
equivalent projection form of the Euler equations

2. MAC PROJECTIONS
Ut 5 P(2uUx 2 vUy). (8)

Before discussing the refined-grid projection method,
several issues concerning the motivation for the methodThis has the desirable effect of eliminating the pressure

term and the divergence constraint from Eqs. (1). will first be discussed in terms of the single grid case. In
1965, Harlow and Welch [22] presented a numericalProjection methods in general attempt to approximate

the Euler equations by discretizing Eq. (8) directly. Chorin method for two-dimensional flow which uses a staggered
computational grid. In this method, vector quantities suchwas the first to propose a numerical method based on this

idea [14–17]. In the original method, the velocities are as the velocities u and v are only represented on cell edges
while scalar quantities such as the pressure or the diver-upated by first advancing them without regard to the diver-

gence constraint, and this update is then projected onto the gence are represented at cell centers. (See Fig. 1.) Assum-
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ing a square computational cell with width h, arranging THEOREM 2.1 (Discrete divergence theorem). Given
a computational grid V composed of cells h(i, j)jV whosethe data in this manner allows one to define a compact,

second-order divergence operator D, boundary is given by the set of edges jk and any discrete
staggered vector field U defined as in figure 1, if D and Fk

are defined as above, then
D(U)i, j 5

ui, j 2 ui21, j

h
1

vi, j 2 vi, j21

h
, (9)

O
hi, j jV

D(U)i, j h2 5 O
k

Fk(U)h. (11)

and likewise a gradient operator G

This theorem will later be used to provide a solvability
condition for the multigrid procedure on refined grids.G(f)i, j 5 Sfi11, j 2 fi, j

h
,
fi, j11 2 fi, j

h D. (10)
With the above definitions the following discrete version

of the Hodge decomposition (1.1) can be proven. (See [30]
Here the first component of G, which will be denoted G1 , for proof.)
is defined at cell edges where the horizontal velocity u is

THEOREM 2.2. Let V be a computational domain con-defined. Likewise, the second component G2 is available
sisting of the cells with indices h(i, j)jV bounded by the setat the same cell edges as v. Taking the terminology from
of cell edges jk . Given a discrete vector field U with bound-Harlow and Welch, the divergence defined in (9) will be
ary fluxes given by Fk(U), U can be uniquely decomposedreferred to as a MAC divergence.
into the formAnother advantage of using staggered velocities is that

for rectangular domains, the no-flow boundary condition
Ui, j 5 UD

i, j 1 G(f)i, j , (12)can be set explicitly at walls. The main disadvantage of
staggered grids is that the horizontal and vertical velocities
are not available at the same points. This often prevents where
the straightforward evaluation of derivative terms through
finite differences. Methods using staggered grids usually D(UD)i, j 5 0, Fk(UD) 5 0. (13)
average or interpolate velocity components at points at
which they are not available. Unfortunately, averaging val- Since this decomposition exists, a discrete projection
ues tends to smear fine structures in the flow which is operator can be defined by
undesirable when studying flows with small viscosities.

Given a computational domain V, let h(i, j)jV denote the P(U)i, j 5 UD
i,j .coordinates of the cells that cover V. The boundary V

consists of a set of cell edges jk , which are indexed by a
This operator will be referred to as a MAC projection.single integer k. For a staggered velocity U defined on

The proof of the above theorem follows the continuousV, at each of the cell edges jk only one of the velocity
case by definingcomponents u or v is defined. One can define cell-edge

fluxes Fk(U), for each jk , that are the discrete representa-
P(U)i, j 5 UD

i, j 5 Ui, j 2 G(f)i, j ,tion of U ? n̂ on V by specifying Fk(U) to be the component
of the velocity located at jk with a sign given by the sign

where f is the solution of the discrete Poisson equationof the corresponding component of the unit vector normal
to jk . For example, if jk is the top edge of cell (i, j) in V,
then Fk(U) 5 vi, j . Likewise, Fk(U) 5 2vi, j if jk is the DG(f)i, j 5 D(U)i, j with Fk(G(f)) 5 Fk(U). (14)
bottom edge of cell (i, j). The values of Fk(U) are specified
by boundary conditions on the physical domain. One can The proof that a unique solution of this system exists de-
recognize the divergence in (9) at a given cell as the sum pends on an adjointness or orthogonality condition on the
of the four cell-edge fluxes Fk(U) multiplied by the length operators D and G
of the edge with the sum then divided by the area of the
cell, namely h2. Hence the form of D at a cell adjacent to kG(f), UlV 1 kf, D(U)lS 5 F(U, f), (15)
a physical boundary uses the prescribed values of Fk(U)
in place of the velocities at cell edges that correspond to where
the boundary.

An important fact about the MAC divergence is that it
is conservative; i.e., with these definitions, the following F(U, f) 5 O

k
Ffk 1

h
2

Fk(Gf)G Fk(U)h. (16)
discrete version of the divergence theorem is trivially true.
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Here the vector inner product kW, U lV and the scalar inner
product kf, clS are simply the sum of the component-wise
products of the fields in question, and fk refers to the value
of f at the center of the cell containing the edge jk . Since
fk 1 (h/2) Fk(Gf) is an approximation to Fk(f), Eq. (15) is
the discrete analog of the identity for continuous functions

E
V

=f ? U 1 E
V

(= ? U)f 5 E
V

fU ? n̂.

If one applies Eq. (16) to a field U D which satisfies
D(U D )i, j 5 0 and Fk(U D) 5 0, it is immediately appar-
ent that FIG. 2. Decoupled stencil for L̂5.

kG(f), U DlV 5 0; (17) projection operator must be constructed. The natural way
to define cell-centered divergence and gradient operators

i.e., divergence free fields are orthogonal to gradients of is by the centered difference approximations
scalars in this inner product. This in turn is used to guaran-
tee that P is well defined. Equation (17) can also be used to

D8(U)i, j 5
ui11, j 2 ui21, j

2h
1

vi, j11 2 vi, j21

2h
show that the projection P has the norm reducing property

iP(U)i2
V # iU i2

V ,
and

where the norm in this inequality is the one induced by
the vector inner-product. This inequality is used in [17] to G8(f) 5 Sfi11, j 2 fi21, j

2h
,
fi, j11 2 fi, j21

2h D.
show that the overall method is stable.

Note that the operator DG appearing in Eq. (14) is the
These divergence and gradient operators satisfy the ad-familiar five-point Laplacian operator
jointness condition (17) and, hence, it can be shown that
a cell-centered projection P 8 is well defined, whereD(G(f))i, j 5 L5(f)i, j

(18)
D8(P8(U)) 5 05

24fi, j 1 fi11, j 1 fi21, j 1 fi, j11 1 fi, j21

h2

and P8(U) satisfies an analog of the no-flow condition at
in grid interiors. At physical boundaries, the form of L5 physical boundaries.
must be modified to include values of Fk(G(f)) as in the Unfortunately, the composition of D8G8 that appears in
definition of D at physical boundaries. the Poisson problem associated with P8 is an approxima-

tion to the Laplacian given by
3. APPROXIMATE PROJECTIONS

D8(G8(f))i, j 5 L̃5(f)i, j
Since it was introduced, the BCG method has served as

a basis for several more involved methods. Bell and Marcus 5
24fi, j 1 fi12, j 1 fi22, j 1 fi, j12 1 fi, j22

4h2
.

have presented a method based on BCG for variable den-
sity flows [8], and Lai et al. for reactive flows [27, 26].
Howell [23], Bell and Howell [24], and Almgren et al. [1] The stencil for L̃5 is similar to that of the more standard

five-point Laplacian L5, except that the points in the stencilhave also used variations of the BCG method as the basis
for methods on refined grids. Despite these promising ap- are separated by 2h. This causes the stencil for L̃5 to decou-

ple onto four distinct subgrids which are represented inplications of the BCG method, the Godunov/projection
method combination has been an uneasy marriage. Many Fig. 2 by hearts, stars, diamonds, and clovers. The value

of L̃5 on any subgrid depends only on values contained onof the details of the Godunov method require a cell-cen-
tered discretization of physical space in which both velocity that subgrid (except possibly at boundaries). The null space

of L̃5 therefore contains (for periodic domains) an oscilla-components u and v are represented at the center of com-
putational cells. In order to enforce the divergence con- tory mode consisting of a different constant on each sub-

grid. This mode is also in the null space of the divergencestraint on these cell-centered velocities, a cell-centered
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operator; hence, if such a mode is introduced into the considers the form of this operator when applied to a flow
with constant density, it can be seen that the projectionvelocity field by some means, perhaps near sharp gradients

in the pressure or velocity, the projection will not remove operator is the same as P8 which results from the operators
D8 and G8 except that the Laplacian L̃5 in the Poissonit. In the method for reacting flows appearing in [26], a

‘‘filtering’’ procedure is employed every time step to re- problem associated with the projection is replaced by L5.
Specifically, the Poisson problem solved ismove such oscillations from the velocity fields.

In addition, if a multigrid-based method is to be used
to solve the Poisson equation associated with the projec- DG(f) 5 D8(Uc)i, j ,
tion, the decoupling of the stencil of L̃5 must be considered
in defining the multigrid operators. (See [7] for a multigrid with some boundary conditions derived for f. However,

it is easy to check thatmethod for this projection formulation.) For a refined grid
method, it is very desirable to use the multigrid method
because it fits naturally into the refined grid structure. D8(Uc)i, j 5 D(Ũ)i, j .
Unfortunately, implementing multigrid operators that re-
spect the decoupling of L̃5 on refined grids is very compli- It is also trivial to see that G8(f)i, j is the simple average
cated. (Such a method is described in [23].) of cell-edge gradient components of the gradient G; hence,

In order to avoid using L̃5 while still using cell-centered the constant density approximate projection in [26] is ex-
velocities, a cell-centered operator P̃ constructed from the actly P̃ defined above. A straightforward generalization of
MAC projection operator P is used here. It will be shown the arguments presented above can be used to present the
that this operator is equivalent to certain so called ‘‘approx- variable density version of the approximate projection in
imate projections’’ that have recently appeared. The basic [26] in terms of a MAC projection. The main advantages
idea used in constructing P̃ is to apply P to staggered cell- of posing approximate projections in terms of MAC projec-
edge velocities that are interpolated from cell-centered tions is that it makes clear the appropriate boundary condi-
velocities. Then, an interpolation of the staggered gradient tions for the approximate projection Poisson problem and,
defined by I 2 P is subtracted from the original cell-cen- also, that the well-posedness of the MAC projection guar-
tered velocities. antees the well-posedness of the approximate projection.

Specifically, denoting cell-centered values by U c, using It also facilitates the extension of the approximate projec-
simple averaging for interpolation yields the cell-edge ve- tion to refined grids. It should be noted also that many so-
locities Ũi, j called ‘‘pressure-Poisson’’ methods which use the diver-

gence constraint to derive a Poisson equation for the pres-
sure are in essence approximate projection methods since

Ũi, j 5 Suc
i11, j 1 uc

i, j

2
,
vc

i, j11 1 vc
i, j

2 D . the velocity fields thus constructed do not in general satisfy
a discrete divergence constraint [19].

The method described in this paper employs an approxi-Applying the MAC projection operator to Ũ yields a stag-
mate projection based on a MAC projection similar to P̃gered gradient (I 2 P)(Ũ) 5 G(f). Then P̃(Uc) is de-
appearing above. This approximate projection is appliedfined by
after each time step to approximately enforce the diver-
gence constraint, and it is described in detail in Section 4.5.

P̃(Uc) 5 UcD,

4. THE REFINED GRID PROJECTION METHOD
where

The BCG method on which the method in this paper is
based uses a higher-order Godunov procedure adapteducD

i,j 5 uc
i,j 2 (G1(f)i,j 1 G1(f)i21, j)/2

from compressible flow algorithms [18] for approximating
vcD

i, j 5 vc
i, j 2 (G2(f)i, j 1 G2(f)i, j21)/2. the advective terms in the Euler equations. It is designed

to robustly treat sharp gradients or discontinuities in the
velocity fields without introducing unphysical oscillationsThe velocity field UcD produced by P̃ is not divergence-

free in terms of either D or D8, and also P̃2 ? P̃. Therefore, into the numerical solutions. On a single grid, the method
here most closely resembles the variation of BCG ap-P̃ is not by definition a projection operator but, instead,

is expected to approximate the continuous projection oper- pearing in Bell, Colella, and Howell [7], and is also similar
to the constant density version of the method presentedator to second-order accuracy. Such operators have been

recently given the name ‘‘approximate projections’’ [26, 2]. by Lai in [26]. The entire method contains several steps
and is somewhat involved. In particular, the evaluation ofAn approximate projection operator is presented by Lai

for a projection method for reacting flows [26]. If one the advective terms is not particularly straightforward, and
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Where refined grid data exist on a parent grid, the parent
grid data are defined as an average of child grid data. In
the case of data represented on cell edges, this average is
taken over the r child cell-edge values corresponding to
the parent cell edge. For cell-centered data, parent values
are set to the average of the r2 child values contained in
that cell. Whenever grids of the same level are contiguous,
cell-edge values on the shared edge will be equal.

For computational reasons, it is convenient to place addi-
tional rows of cells around child grids. It is then possible
to assign values in cells around child grids so that finite
difference operators near coarse–fine grid interfaces can
be implemented with a convenient stencil. Whenever a
child grid operator is defined across a coarse–fine bound-FIG. 3. Cell-centered grid refinement with refinement factors 2 and
ary, it is required to depend exclusively on values from4. The coarsest grid has two child grids, and the finest grid has two parent
the next coarsest level of grid refinement and the valuesgrids.
in the child grid itself. This is equivalent to requiring that
cells from which data are used to set child grid boundary

only a brief summary of the steps involved are included cells belong only to the next coarsest level of grid refine-
here with an emphasis on the details relating to the refined ment and the child grid. A consequence of this is that there
grid extensions. Therefore the reader is encouraged to must be at least one layer of cells in the next coarsest level
refer to the original method of Bell, Colella, and Glaz or of refinement surrounding each child grid. This does not
subsequent papers [6–8, 26, or 30], for motivation for and imply that the edges of a parent and child grid cannot
details of the steps involved. coincide. At physical boundaries, the required extra layer

of cells surrounding a child grid can be the boundary cells
4.1. Local Grid Refinement

of the parent grid. Also, in the case where a parent grid
is contiguous to another grid with the same cell size, a childThe grid refinement strategy employed in this paper

allows rectangular blocks of grid cells to be subdivided by grid can end or even lie across the parent grid interface.
In the implementation, additional cells are also locatedsome refinement ratio with fine grid cell edges lining up

with coarse grid cell edges. (See Fig. 3.) Grids that cover around the outside of the boundary of the physical domain.
Physical variables in these cells can be given values sothese regions of refinement will be referred to as child

grids while a grid containing a child grid will be called a that the stencil of finite difference operators near domain
boundaries does not have to be altered from the form usedparent. To properly fit into the multigrid framework used

in the projection step, the refinement factor r, which is in the interior of grids. The values assigned to these cells
will always be derived from the form of the differenceequal to the ratio of parent to child grid spacing, must be

a power of two—specifically two, four, or eight. operators near boundaries.
A collection of grids with the same-size computational

cells will be called a grid level. Refinement factors between
4.2. The Refined Grid MAC Projection

different grid levels can differ, but in the current implemen-
tation, the refinement factor for all child grids in a particu- A second-order discrete MAC-divergence operator D

can be defined on a refined grid structure with staggeredlar level must be the same. The number of grid levels is
limited only by the memory limitations of the computer velocities in the same way as for a single grid. For each

cell, the divergence is defined at the cell center as the sumbeing used. The coarsest level grid, or base grid, will always
have the number of grid cells in each dimension equal to of centered differences of cell edge velocities (i.e., as in

Eq. 9). This definition of the divergence has two importanta power of two to facilitate the solution of the Poisson
equation associated with the projection. consequences. First, the divergence of a coarse grid cell

that has been refined is automatically the average of theThe following illustrates the notation that will be used
for specifying refined grid variables. (Un))l,k refers to the divergences of the fine grid cells it contains. This is consis-

tent with the above rules for forming coarse grid valuesvelocity at the nth time step represented on the kth grid
of the lth level. Likewise D(Un11/2)l,k

i, j refers to the value from fine grid values. Second, the above fact provides a
trivial proof of a refined grid version of the discrete diver-of the divergence of U at the i, jth cell on the kth grid of

the lth level at time n 1 As. Often the k or l index will be gence theorem 2.1. This means that even in the presence
of refinement, the sum of cell edge fluxes around a regionimplied. The coarsest level will be denoted with l 5 0 with

subsequently finer levels corresponding to increasing l. of the refined grid structure is always equal to the sum of
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the divergences in that region multiplied by cell areas. on the coarse grid. For this example
These two facts will be used to specify multigrid operators
for the Poisson problem on refined grids and to show that
solvability conditions for residual problems within the kf, D(U)lS 5 f0

1,1 S(u1
0,1 1 u1

0,2)/2 2 u0
0,1

h
1

v0
1,1 2 v0

1,0

h D h2

(19)
multigrid procedure are met.

It is important to note that, although the divergence
operator defined above appears to be second-order accu- 1 O2

i, j51
f1

i, j Su1
i, j 2 u1

i21, j

h/2
1

v1
i, j 2 v1

i, j21

h/2 D h2

4
.

rate for coarse and fine grids, for coarse grid cells that
border fine grid regions the true truncation error of the
divergence contains a first-order term. This results from

The above definitions of the divergence and the scalarthe fact that the coarse grid velocity used in the divergence
inner product are both natural and convenient in the senseis an average of fine grid values and, hence, contains an
that, on any individual grid, the definitions appear exactlyO(h2) term which is subsequently divided by h in the for-
as in the single grid case. One would hope that throughmula for the divergence. This implies that the operator
the adjointness condition with an appropriate vector inner-DG that will be constructed from this divergence is also
product, a gradient can be defined that is identical to thefirst order at these cells. Using higher order interpolation
staggered gradient in the single grid case away fromwould eliminate this problem but at the expense of sacrific-
coarse–fine interfaces. Indeed this is the case. The questioning the conservative property of the MAC-divergence dis-
of interest is: What form do the vector inner product and,cussed above. When solving a Poisson equation, however,
hence, the refined grid gradient take at coarse-fine grid in-it is well known that reducing the order of accuracy of the
terfaces?discrete operator at a set of points with lower dimension

Unfortunately, a careful argument is presented in [30]does not affect the global accuracy of the solution; hence
showing that the refined grid gradient operator that isthe conservative form is used.
adjoint to the above divergence in the correct inner productThe derivation of the single grid MAC projection opera-
is not second-order accurate at coarse–fine interfaces. Intor relied on the adjointness condition (15). To follow this
particular, returning to the grid in Fig. 4, the definition ofderivation in the refined grid case, scalar and vector inner
the gradients at the interface using the adjointness condi-products must first be defined. The refined grid analogue
tion isfor the scalar inner-product kf, clS is defined as the sum

over all cells of the product of ci, j and fi, j multiplied by
the area of the cell. In this definition, coarse grid cells

G1(f)1
0, j 5

f1
1, j 2 f0

1,1

3h/4in which finer grids exist are not included in the sum.
This inner product is an exact approximation of e

V

c(x)f(x) dx for functions c and f that are constant on
each cell. which are only exact for functions linear in x and constant

in y. The coarse grid value of the gradient at interfaces isTo illustrate, consider kf, D(U)lS for the small section
of refined grid shown in Fig. 4. Let h be the grid spacing defined as the average of the fine grid gradients as is the

FIG. 4. Partial grid example with r 5 2.
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the marked locations be denoted by the corresponding
subscripts cA , cB , etc. Suppose that an approximation to
the derivative of c in the vertical direction is desired at
the child cell-edge location marked by the triangle in the
figure. The formula for the derivative of c normal to the
boundary at the point marked by the triangle is given by

Ag cE 1 AdcD 1 s;A cA 2 AscB 2 asA cC ,
h

(21)

where h is the cell size of the fine region. This is equivalent
to defining the gradient in terms of the boundary value cF ,

FIG. 5. Normal derivative or interpolation stencil with r 5 4. cD 2 cF

h
, (22)

case for velocities. For the example shown in Fig. 4, averag- where the interpolation stencil for cF is
ing gives

cF 5 2AgcE 1 SdcD 2 s;A cA 1 AscB 1 asA cC . (23)
G1(f)0

1,1 5
(f1

1,2 2 f0
1,1)/3h/4 1 (f1

1,1 2 f0
1,1)/3h/4

2
(20) The form of the derivative of c is also equivalent to a

second-order approximation which depends on the values5
(f1

1,2 1 f1
1,1)/2 2 f0

1,1

3h/4
.

of cE and cD and a third ‘‘virtual value’’ of c the location
of which is denoted by a square in Fig. 5 and the value of

When viewed as a coarse grid operator, the gradient at which is interpolated from the coarse grid values cA , cB ,
the interface is first-order accurate, but this is really no con- and cC .
solation. Recall that the adjointness condition for the divergence

The loss of accuracy for the gradient at grid interfaces and gradient operators enables one to prove that the pro-
is clearly unacceptable. Two remedies to the problem exist. jection is well-posed and norm reducing. Therefore, aban-
One option is to alter the divergence at grid interfaces doning the adjointness condition at coarse–fine interfaces
such that the adjoint of the divergence is a more accurate forces one to prove these facts in a different way if, in
gradient. A divergence operator that depends on addi- fact, they are true. It is possible to show directly that the
tional velocity values will define a gradient through the projection defined above is well-posed for some simple
adjointness condition that is based on more than two points refined grids, but a proof for arbitrary geometries has not
at each cell edge. In theory, this gradient could be second been developed. In practice, however, solution of the pro-
order. If such a stencil for the divergence exists, it should jection Poisson problem has yet to fail.
also be conservative so that the discrete divergence theo- One more note should be made. Consider the form of
rem holds. Unfortunately, the author’s efforts to produce the coarse grid gradient G1(f)0

1,1 in Fig. 4. The value here
a conservative second-order divergence, the adjoint of cannot be written as
which in some inner product is a second-order gradient,
have thus far failed.

A second option, the one which is used here, is to simply G1(f)0
1,1 5

A(f1
i, j) 2 f0

1,1

h
,

ignore the adjointness condition at the coarse–fine grid
interfaces. A second-order gradient is defined by using
more coarse and fine grid values in the stencil, specifically where A is some average depending only on fine grid val-

ues f1
i, j . This implies that, at coarse grid cells neighboringthree coarse and two fine. To avoid potential problems

with wide stencils, the derivative operator used at grid refined regions, the solution of the projection Poisson prob-
lem will not satisfy the normal coarse grid Laplacian withinterfaces depends on coarse grid cells that lie directly

outside of child grids. These are in fact the coarse grid coarse grid values derived from fine grid values where
needed. The form of the Laplacian is always L 5 DG,cells that contain boundary cells for the child grid.

For example, consider the section of a refined grid shown where coarse grid G are consistently defined as the average
of fine grid G at coarse–fine interfaces.in Fig. 5. Let the value of some function c at each of
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The Poisson problem associated with the MAC projec- velocities Un11 and an updated pressure pn11/2 are com-
puted by using an approximation of the second-order accu-tion P,
rate temporal discretization of the projection form of the
Euler equations:DG(f)i, j 5 D(U*)i, j with Fk(G(f)) 5 Fk(U*), (24)

is solved using a multigrid routine described in Section 5. Un11 2 Un

Dt
5 P(2[(U ? =)U]n11/2 2 =pn11/2)

(25)
Since the right-hand side of Eq. (24) is in the form of a
divergence, the discrete version of the solvability condition

5 P(2[(U ? =)U]n11/2).for the Neumann problem (see Eq. (6)) is guaranteed by
the discrete form of the divergence theorem 2.1. This is a
necessary, but not sufficient condition for Eq. (24) to have Equation (25) implies
a solution.

=pn11/2 5 (I 2 P)([U ? =)U]n11/2). (26)4.3. Temporal Discretization

In recent methods for gas dynamics which employ grid
In the current method, Eq. (25) is approximated by firstrefinement, solutions are updated using time refinement
explicitly computing an approximation An11/2 to the advec-as well as spatial grid refinement (e.g., [10, 12]). The same
tive term [(U ? =)U]n11/2. Details of this procedure areratio of grid spacing to time step is used for each level of
described in Section 4.4.grid refinement so that the time step on a parent grid is

Next, a provisional value U* is computed which islarger than the time step of its child by a factor of r. In
given bypractice, coarse grids are updated first, then finer grids are

updated using coarse grid values interpolated in time and
space as boundary values for finer grids. There are several U* 2 Un

Dt
5 2An11/2. (27)reasons why temporal refinement is used in the compress-

ible case. An obvious one is that there is a computational
savings involved since coarse levels are updated less fre-

The new velocity Un11 is then computed by applying anquently than fine grids. Second, the advection schemes
approximate projection operator P̃ to U*. The approxi-often used in these methods typically perform more poorly
mate projection consists of applying the MAC projectionat low CFL numbers than when the CFL is equal to one,
operator P to cell-edge values of U* that are computedespecially in the presence of shocks. Also, since the propa-
from the cell-centered values using fourth-order interpola-gation speed in the compressible case is limited by the local
tion. A cell-centered gradient is then interpolated fromspeed of sound, one can ensure that interesting features will
the resulting cell-edge gradient and subtracted from theremain inside fine grid regions during a certain time in-
original values of U*. Specifically, let U* 5 (u*, v*) andterval.
define the vector Ũ 5 (ũ, ṽ); then in grid interiorsThe projection method on refined grids presented here

employs no temporal refinement; velocities at all grid levels
are updated every time step. For problems for which a
majority of the grid points lie in the finest grid levels, ũi, j 5

2u*i21, j 1 9(u*i, j 1 u*i11, j) 2 u*i12, j

16computational savings associated with temporal refine-
ment would be modest. More importantly, since the flow

ṽi, j 5
2v*i, j21 1 9(v*i, j 1 v*i, j11) 2 v*i, j12

16
.is incompressible, there is not a finite limit to the speed at

which disturbances can propagate in the flow. There have
been refined grid methods for incompressible flow pre-
sented recently that include temporal refinement [1, 35], The values of Ũ at the edge of child grids are set by fourth-

order interpolation using three values from the interior ofbut the question of how pressure effects can be adequately
modeled locally has not been settled and will be left here child grids and a boundary value interpolated in the same

manner as for the gradient operator. This higher-orderfor future work.
For this method, a computational grid is used in which interpolation makes the approximate projection operator

significantly different from those in the references citedthe velocities and the pressure are represented at cell cen-
ters. At any given time step n, it is assumed that the values above. The author noted a modest reduction in the error

of computed solutions to the problem studied in the firstof the velocities at time n, denoted by Un, and the time-
centered pressure from the previous time step pn21/2 are example of Section 6 when using the fourth-order interpo-

lation, as opposed to simple averaging.known at the cell centers. In a single time step, updated
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Applying the MAC projection operator to the edge val-
ues Ũ produces the Hodge decomposition

Ũ 5 ŨD 1 G(f),

where f is the solution of

DG(f)i, j 5 D(Ũ)i, j with Fk(G(f)) 5 Fk(Ũ).

The boundary fluxes Fk(Ũ) are set by third-order extrapo-
lation of Ũ to the physical boundary. FIG. 6. Location of cell variables. The cell center is located at (i, j).

Cell edge values are denoted using half-integer indices. For example, aThe new velocity Un11 is then computed by interpolating
cell edge value extrapolated from the left to the right cell face at timethe cell-edge values of G(f) back to the cell-center loca-
level n 1 As is denoted by Un11/2,L

i11/2, j .tions and subtracting these values from the original cor-
rection;

Un11 5 U* 2 G̃(f), tered at (i 1 As, j, n 1 As) is explained; the values on each
side of the other faces are computed analogously.

where The leading terms of the Taylor series are used to extrap-
olate the velocities to cell edges (see Fig. 6 for the location
of cell-edge variables):G̃1(f)i, j 5

G1(f)i, j 1 G1(f)i21, j

2

Un11/2,L
i11/2, j 5 Un

i, j 1
h
2

(Un
x)i, j 1

Dt
2

(Un
t )i, j . (28)G̃2(f)i, j 5

G2(f)i, j 1 G2(f)i, j21

2
.

Using Eq. (26) the pressure is updated by By using the Euler equations, the temporal derivatives are
replaced with spatial derivatives yielding

pn11/2 5 f/Dt.

The time-centered advective term An11/2 appearing in
Un11/2,L

i11/2, j 5 Un
i, j 1 Fh

2
2

Dt
2

un
i, jG (Un

x)i, j

(29)
(27) is computed using an explicit second-order Godunov
method. In [31], it is shown that the single grid version of
the method used in this work is stable for the linearized 2

Dt
2

vn
i, j (Un

y)i, j 2
Dt
2

=pn
i, j .

Euler equations under the CFL restriction

Dt # h/max
i, j

(uui, ju, uvi, ju). This is approximated in three steps. First, the predicted
edge values ÛL of the velocity are computed which contain
only the derivative terms from (29) normal to the cell edge,In practice Dt is recomputed each time step by

Dt 5 Ch/max
i, j

(uui, ju, uvi, ju),
ÛL

i, j 5 Un
i, j 1 Fh

2
2

Dt
2

un
i, jG (Un

x)i, j . (30)

where C is the CFL number whose value is less than one.

The term (Un
x)i, j is approximated using fourth-order slopes

4.4. Evaluation of the Advective Term
which can be limited in cases where the velocity field is
not smooth in order to avoid oscillatory behavior. WhenThe term An11/2 required in Eq. (27) is computed by an

explicit method based on a second-order Godunov proce- limiters are employed the monotonicity-preserving slopes
presented in [7] are used. At the edge of child grids border-dure. The basic idea of the procedure is to use a Taylor

series expansion to calculate time-centered cell edge values ing a coarser grid, only one boundary cell is available, so
second-order slopes are used.of the velocities that can then be differenced to yield the

advective term. As an example, the procedure for comput- A procedure similar to the one above extrapolates from
the right in the cell centered at i 1 1, j to obtain ÛR

i11/2, jing the value Un11/2,L
i11/2, j on the left side of the cell face cen-



168 MICHAEL L. MINION

A method based on the Riemann problem for Burgers’ 4.5. Comments on the Approximate Projection
equation is used to form one value from these two. Specifi-

In the above, an approximate projection is described
cally,

as a MAC projection on cell-edge velocities which are
averaged from cell-centered values. Once cell-centered ap-

Ûi11/2, j proximate projections are cast in the form of MAC projec-
tions, it is natural to ask what the best strategy is for
interpolating cell-edge velocities from cell-centered veloci-
ties. One method that may at first seem appealing, because5 5ÛL

i11/2, j if un
i11, j . 0, un

i, j . 0,

ÛR
i11/2, j if un

i11, j , 0, un
i, j , 0,

(ÛL
i11/2, j 1 ÛR

i11/2, j)/2 otherwise,

(31)
the approximate projection that results has the norm-re-
ducing property of exact projections, contains the following
three steps: First, interpolate cell-centered velocities to
cell edges using centered interpolation operators. Second,is computed.
apply the MAC projection to these cell-edge values toThe extrapolation to grid edges of child grids is only
yield MAC divergence-free cell-edge velocities. And,done from cell centers inside the child grid. Therefore, at
lastly, interpolate the divergence-free edge velocities backthe edges of child grids, only one value of ÛL or ÛR is
to the cell centers with the same centered interpolationcomputed by the above procedure. The second value,
stencils as in the first step. Unfortunately, when the in-which corresponds to extrapolation to cell edges at the
terpolants are simple averages, this method introduces agrid boundary from cells just outside the grid, is interpo-
diffusive term into the discretized equation which resem-lated from the appropriate parent grid values. Fourth-or-
bles a one-dimensional Laplacian with a magnitude whichder polynomial interpolation is used for these edge values.
scales like the grid size h. Even if higher-order interpola-Interpolation is unnecessary along child grid edges that
tion is used, a similar diffusive term will result, makingare contiguous to another grid at the same level. In this
this form of an approximate projection undesirable forcase the second value needed is taken from the contiguous
methods designed to model nearly inviscid flows. It is forgrid, as would be expected.
this reason that the method used here interpolates theThe second step in computing time-centered edge values
gradient part of the decomposition from edges to cell cen-is to approximate the transverse derivative term in (29) to
ters rather than the velocities themselves.yield edge values Ũ. A difference of the computed value

The treatment of the pressure term in the projectionÛ is used for these terms (in this case (Un
y)i, j). Thus,

step of the current method is somewhat different than that
of the original BCG method. In the original BCG method,
the pressure gradient is defined at cell centers and a ‘‘pres-ŨL

i11/2, j 5 ÛL
i11/2, j 2

Dt
2

vn
i, j

(Ûi, j11/2 2 Ûi, j21/2)
h

.
sure increment’’ form of the projection is used in which
U* is defined as

Edge values Ũi11/2, j are then determined from the left and
right states using the formula analogous to (31).

To complete the approximation of time-centered cell- U* 2 Un

Dt
5 2An11/2 2 =pn21/2. (32)

edge values, the pressure gradient term from Eq. (29) must
be included. Since the gradient of the pressure is simply

The new pressure gradient is then defined bythe term that enforces incompressibility, it is approximated
by performing a MAC-projection on the computed values
ũi11/2, j and ṽi, j11/2 [7]. This results in the divergence-free =pn11/2 5 =pn21/2 1 =f/Dt.
values un11/2

i11/2, j and vn11/2
i, j11/2 .

An approximation to the gradient resulting from the In the current method, the pressure itself is defined at cell
MAC projection is also subtracted from the values of centers and the pressure gradient at cell edges. Because
ũi, j11/2 and ṽi11/2, j to yield un11/2

i, j11/2 and vn11/2
i11/2, j . Specifically, the approximate projection P̃ used here is based on a MAC

the four nearest values of the relevant gradient component projection, it would be natural to incorporate a pressure
are averaged and subtracted from the above values. Finally, increment form by adding the lagged pressure gradient
the values Un11/2 are differenced to get the advection term term in Eq. (32) to the cell edge values Ũ, i.e., by solving

An11/2 5
(un11/2

i11/2, j 1 un11/2
i21/2, j)

2
(Un11/2

i11/2, j 2 Un11/2
i21/2, j)

h
Un11 5 P̃[Ũ 2 DtG(pn21/2)].

It can easily be shown, however, that this is equivalent to
1

(vn11/2
i, j11/2 1 vn11/2

i, j21/2)
2

(Un11/2
i, j11/2 2 Un11/2

i, j21/2)
h

.
not including the lagged pressure term and using Dtpn21/2
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as the initial guess for f in the multigrid routine used to procedure differs from earlier multigrid algorithms are dis-
cussed in Section 5.5.solve Eq. (24).

Note that the form of U* presented above is not required The basic idea in extending the multigrid procedure to
refined grids with refinement ratios of two is to first performto have the same values of Un11 at the computational

boundary. If this were the case, the Poisson equation for relaxation on individual grids starting with the finest level.
Then, instead of forming a residual problem for each finef associated with the projection would have homogeneous

Neumann boundary conditions. This would imply that the grid, the fine grid residuals are averaged into the residual
problem of their parent grids. Once these composite resid-normal derivative of the pressure at the boundary would

be constant in time which is not true for all flows. When ual problems are solved on parent grids, the correction is
then interpolated back to child grids. The specifics of howthe boundary fluxes for the velocity are prescribed to be

other than no-flow conditions (as in the example in Section residuals and boundary values are averaged and interpo-
lated are derived from the form of the divergence and6), the projection operator is redefined so that it produces

a velocity field with the correct boundary conditions. The gradient operators discussed in Section 4.2. The most sig-
nificant fact about the form of the refined grid multigridonly change to the above procedure this represents is to

change the boundary conditions Fk(G(f)) in Eq. (24) operators is that on any specific grid, they take nearly
the same form as the standard operators for a single gridabove to
method. For completeness and to establish notation, the
single grid operators will now be defined. (See [21] for anFk(G(f)) 5 Fk(U*) 2 Fk(U),
introduction to multigrid methods.) First, the form of the
relaxation operator is presented. The problem to be

which is the discrete analog of Eq. (7). solved is

5. A MULTIGRID METHOD FOR THE REFINED GRID DGfi, j 5 fi, j .
MAC PROJECTION

Given an initial guess to the solution f0, it can be shownIn this section, an efficient procedure for solving the
that the following iteration procedure will converge to aPoisson problem (24) associated with the MAC projection
solution of the above problem,is presented. It is a logical extension to refined grids of

the standard multigrid procedure for a single grid. The
algorithm is similar in spirit to multilevel techniques pro- fk11

i, j 5 fk
i, j 2 l(DG(fk

i, j) 2 fi, j).
posed by Bai and Brandt [5] or to the fast adaptive compos-
ite methods of McCormick [28, 29].

The usual value of l 5 2h2/4 is used which in the interiorIn [3], Almgren presents a multigrid method for solving
of a grid yieldsthe Poisson problem associated with the method of local

corrections on refined grids. This multigrid method is lim-
ited to the case where the refinement ratio between all

fk11
i, j 5

fk
i11, j 1 fk

i21, j 1 fk
i, j11 1 fk

i, j21 2 h2fi, j

4
. (33)grid levels is two. Similar methods developed for solving

the Poisson problem associated with a discrete projection
have been advanced by Almgren et al. [1] and Howell

The form of relaxation at grid boundaries is modified to[23]. Two important features of the method presented here
take into account the form of DG at the boundary. Themake it a significant improvement over the methods in [1,
values of fk11 are updated using a Gauss–Seidel relaxation23]. First, when applied to the Poisson problem associated
sweep with red–black ordering. This procedure will bewith the MAC projection, the method computes the exact
denoted by the operator notationgradient that appears in the definition of the MAC projec-

tion (up to the error tolerance of the multigrid method).
Consequently, the staggered velocity that results from the fk11 5 GM(fk, f, h).
MAC projection has zero discrete divergence at all cells
(again, up to the error tolerance). Second, the multigrid

Once the above relaxation is performed, a residual prob-sweeps that make up the basis of the method progress
lem is formed and solved on a coarser grid. The computa-directly from fine to coarse grids, using intermediate grids
tion of a residual will be described by the operator RM

when the refinement factor is greater than two. Restriction
defined byand interpolation operators never need to be applied be-

tween grids with a refinement factor greater than two.
ri, j 5 RM(f, f, h)i, j 5 fi, j 2 DG(f)i, j .Details of how intermediate grids are used and how this
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A bilinear interpolation operator is used for interpolat-
ing values of j f from j c, where j f and j c are residual
problem solutions on fine and coarse grids, respectively.
Each value of j f depends on the four nearest values of j c.
For example,

j f
2i,2j 5

9j c
i, j 1 3j c

i11, j 1 3j c
i, j11 1 j c

i11, j11

16
(35)

while

j f
2i21,2j 5

9j c
i, j 1 3j c

i21, j 1 3j c
i, j11 1 j c

i21, j11

16
.

FIG. 7. Section of a grid showing multigrid refinement.

The notation

j f 5 I M(j c)
Again, the form of the residual at grid boundaries will
depend on the form of the gradient there.

will be used to denote interpolation in this manner.In order to represent residual problems on coarse grids
Using this operator notation, the multigrid method canand interpolate solutions of residual problems back to fine

be described in a convenient recursive fashion. A multigridgrids, averaging and interpolation operators must be de-
V-cycle consists of recursively forming and solving residualfined. In the version of the method presented here, these
problems on coarser grids until some coarseness criterionoperators will always be applied to grids for which the
is reached. A description of a V-cycle in pseudo-code takesrefinement ratio between them is two. Suppose r f

i, j is repre-
the form:sented on the fine grid with grid size h and rc

i, j on a coarse

MGV( f, fk, h)
if (h , htol) /* Not coarsest level */

fk 5 G M(fk, f, h) /* Relax initial guess */
rf 5 RM(fk, f, h) /* Calculate residual */
rc 5 AM (rf) /* Average residual to next coarsest grid */
j c 5 MGV(rc, 0, 2h) /* Call MGV with residual problem */
j f 5 I M (j c) /* Interpolate correction */
fk 5 fk 1 j f /* Add correction to solution */
fk 5 G M (fk, f, h) /* Relax corrected solution */

else /* Coarsest level */
fk 5 G M (fk, f, h) /* Do one relaxation */

END MGV

The multigrid method for refined grids is easiest to de-grid with cell size 2h. The generic arrangement of the data
scribe when each grid level consists of a single grid, and theis shown in Fig. 7. Values of rc

i, j are computed from r f
i, j by

refinement factor between each level is two. The necessarythe averaging operator AM by
adjustments for handling levels with multiple grids and for
refinement factors greater than two are discussed below.

Given a refined grid consisting of levels lmin through
lmax indexed by the integer l, suppose that an initial guess
to the solution fl is available on each level and that the

rc
i, j 5 AM(r f )i, j 5

r f
2i ,2j

1 r f
2i21,2j 1 r f

2i,2j21 1 r f
2i21,2j21

4
(34)

residuals rl have also been computed on each level. The
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following uses the operator notation from above to de- (unless the child grid is contiguous to another grid with
the same grid spacing). In the implementation, a row ofscribe a single V-cycle on the entire refined grid. Details

of the operators used in the V-cycle are included in the boundary cells around child grids are given values in the
same manner as discussed in Section 4.2. The value offollowing subsections.

RGMGV(l)
if(l . lmin) /* Not coarsest level */

j l 5 G M(j l, rl, hl) /* Relax residual problem */
r̃l 5 RM(j l, rl, hl) /* Calculate residual of residual problem */
rl21 5 ARM(r̃ l, rl21) /* Average residual to parent grid */
RGMGV (l 2 1) /* Call RGMGV for next level */
j̃ l 5 IRM (j l21) /* Interpolate coarse correction */
j l 5 j l 1 j̃ l /* Update correction */
j l 5 GM (j l, rl, hl) /* Relax correction */
fl 5 fl 1 j l /* Add correction to solution */

else /* Coarsest level */
MGV (rl, j l, hl) /* Do one V-cycle on residual problem */

END RGMGV

In practice, the procedure outlined above is performed on parent grid cells just outside of child grids must also use
the special form of the gradient across the coarse–finethe entire grid structure until some error criterion is met.

For the problems presented here, the error criterion is that interface when computing the residual.
the absolute maximum of the residual on each grid is less

5.2. Averaging the Residualsthan 1029. A single application of the above procedure on
the entire grid structure typically reduces the norm of the During the refined grid V-cycles, residuals of residual
residual by a factor of 5 to 10 which is approximately the problems are computed on child grids and then averaged
same size reduction as for a V-cycle on a single grid prob- into the residuals of parent grids. In the previous section
lem. Some convergence statistics for the method are in- it was shown that a residual is actually the divergence of
cluded in Section 6. an intermediate velocity. The same is true for residuals of

residual problems. Since the divergence of a parent grid
5.1. Computing the Residuals

cell is equal to the average of the divergences of the refined
cells it contains, the residual of a coarse cell is just theThe first step in the multigrid procedure described above

is to compute the residual problem on each grid level. The average of the residuals of the refined cells it contains.
A residual problem on a grid is simplyresidual operator RM has the form

RM(f) 5 f 2 L(f). DG(j) 5 r 5 D(U) 2 DG(f).

The residual of a residual problem is thenRecall, however, that the right-hand side for the projection
Poisson problem is D(U), and since L 5 DG we have

r̃ 5 r 2 DG(j) 5 D(U 2 G(f 1 j)).
RM(f) 5 D(U) 2 D(G(f)) 5 D(U 2 G(f)).

In other words, the residual of a residual problem is simply
the value that the residual of the original problem wouldThe residual for a given f is simply the divergence of

U 2 G(f). This is why the MAC projection produces a take if f was updated with the current solution of the
residual problem j. This in turn is the same as the diver-field with MAC-divergence that is the size of the

multigrid tolerance. gence of U 2 G(f 1 j).
Once child grid residuals are constructed, they are aver-Note that the form of the residual at grid boundaries or

coarse–fine grid interfaces must be modified to take into aged into the residual problem of their parent grid using
the simple average discussed above. In addition, the parentaccount the form of the gradient at these points. In particu-

lar, at the boundaries of child grids, the form of the residual grid residual in each of the cells surrounding the child grid
must be adjusted to account for the fact that the gradientdepends on the form of the gradient given in Section 4.2



172 MICHAEL L. MINION

across the coarse–fine interface now depends on f 1 j on 5.4. Interpolating Corrections
the child grid.

In the single grid method, the solution of residual prob-
There is an important consequence of the fact that coarse

lems on coarser grids is interpolated and added to a fine
grid residuals are always the average of fine grid residuals

grid with a bilinear interpolation operator. The same oper-
and that the right-hand side of residual problems are always

ator is used for the refined grid method.
divergences. The composite residual problem that is

In the numerical implementation, boundary values for
formed on the coarsest grid in the refined grid multigrid

child grids also need to be set after a correction is interpo-
procedure is a Poisson problem with homogeneous Neu-

lated and added to a child grid. This gives the illusion
mann boundary conditions. Hence, there is a solvability

that boundary conditions are being interpolated from the
condition on the right-hand side of this problem, namely

residual problem on coarse grids, when in actuality the
boundary values are being set so that the subsequent relax-
ation on the child grid can be implemented with the sameO

i, j
fi, j 5 0.

stencil at the boundary as in the interior. As above, interpo-
lation operators for boundary cells are derived from the
form of the gradient operator at grid boundaries. Interior

But since the right-hand side is in the form of a divergence, cells are interpolated first, then the boundary values are
this solvability condition is automatically satisfied by Theo- calculated by interpolation of the new interior cells and
rem 2.1. A different method of averaging residuals–even the parent grid values of the residual problem solution.
a more accurate method, could lead to a violation of the
solvability condition for composite residual problems. Di- 5.5. Refinement Ratios Greater than Two
vergences or residual problems never need to be adjusted

When the refinement factor between grid levels isto satisfy the solvability constraints associated with the
greater than two, solutions to residual problems may notNeumann problem as is done in [23].
be smooth enough to be accurately represented on the
next coarsest grid level. Residual problems must be relaxed

5.3. Relaxation on Refined Grids
on grids of intermediate coarseness to ensure that the error
in the residual problem is smooth enough to be averagedOn child grids, Gauss–Seidel relaxation operators must

be altered near the boundaries to match the form of L 5 onto the next coarsest grid level. Multigrid methods similar
to the one presented here appear in [1, 23] which, forDG. In the implementation, a single row of boundary val-

ues is supplied for the relaxation operator, allowing it to refinement factors greater than two, replace the Gauss–
Seidel relaxation procedure on individual grids with shorttake the same form as in Eq. (33). As in the computation

of the residual, boundary values are determined using the multigrid V-cycle sweeps to ensure that residual problems
have the necessary smoothness. Residual problems are stillinterpolation stencil for the gradient operator. When a grid

is contiguous to another grid with the same cell spacing, averaged between grid levels with refinement factors
greater than two, and likewise, residual problem solutionsvalues of f from the contiguous grid are used as would

be expected. Since child grid boundary values depend in are interpolated between grids with refinement factors
greater than two.general on interior cells, the red and black subgrids are

coupled at the boundary and, technically, a change in either In the method presented here, intermediate multigrid
levels are created so that the refinement factor betweensubgrid will change the correct value in boundary cells. In

the refined grid method, however, boundary values are all levels is two. These intermediate levels are used only
in the multigrid method for relaxing residual problems andonly recomputed after a complete red–black sweep. This

rule also applies in cases where grids at the same level are have no corresponding physical variables associated with
them. For clarity, multigrid levels that do correspond tocontiguous. Although boundary values of one grid in this

case are interior cells of the other, boundary values are the grids containing physical variables will be referred to
as physical levels. By consistently defining values of thenot recomputed until the relaxation on all grids on that

level has been completed. This appears to cause no loss divergence and gradient operators across coarse–fine grid
interfaces on all grid levels, residual problems can be re-of efficiency for the method.

During the relaxation at the beginning of the V-cycle, laxed on intermediate grid levels that do not correspond
to physical levels. The averaging and interpolating opera-parent grid values of the correction for any particular child

grid are zero (they have yet to be improved by relaxation). tors can also be defined to average residuals and interpolate
corrections directly between intermediate and physicalThis does not mean, however, that the child grid boundary

values are homogeneous Dirichlet values. As said before, grids. The manner in which this is done also ensures that
a completely solvable composite residual problem is com-the boundary values are computed using the interpolation

stencil for the gradient. puted for each grid level.
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TABLE IThe grids in intermediate multigrid levels are con-
structed in the same manner as coarsened grids in the Convergence Rates for the Projection Method in a Refined Patch
single grid multigrid method. For example, suppose a grid with Refinement Factors 2 and 4
level corresponding to physical variables exists and that the

n Error, r 5 2 Order in L2 Error, r 5 4 Order in L2refinement ratio between that level and the next coarsest
physical level is eight. In this case, two intermediate

16 3.969e-03 6.766e-03
multigrid levels would be needed. For each grid in the fine 32 1.350e-03 1.56 2.182e-03 1.63
level, two grids would be created with the same physical 64 3.837e-04 1.82 5.912e-04 1.88

128 9.890e-05 1.96 1.492e-04 1.99dimensions but with grid spacing twice and four times
larger than that of the fine grid.

In the multigrid algorithm when the refinement factor
is two, the residual problem for a fine grid is averaged
onto its parent grid, and the residual of the parent grid is The exact solution for these initial conditions is
altered at cells adjoining the fine region to reflect the up-
date in the fine grid region. When the refinement factor is u(x, y, t) 5 1 2 2 cos(2f(x 2 t)) sin(2f(y 2 t))
greater than two, the residual problem is averaged, instead, v(x, y, t) 5 1 1 2 sin(2f(x 2 t)) cos(2f(y 2 t))
onto the next intermediate grid to form a coarse grid prob-
lem. This problem is then relaxed, and a new residual p(x, y, t) 5 2cos(4f(x 2 t)) 2cos(4f(y 2 t)).
problem is computed which is subsequently averaged to
the next level. This procedure continues until the next Four runs are performed on a grid with a single refined

region consisting of the square defined by the points (0.25,coarsest physical level is reached.
Whenever a residual problem is relaxed on a fine grid, 0.25) and (0.5, 0.5) and with grid spacing on the coarsest

grid being ahA , dsA , hfA , and asAk, respectively. The length of thethe value of the residual at coarse grid cells surrounding
the fine grid regions must be changed to correct for the run for each case is 0.5, the CFL number is 0.75. The slope

limiters in the computation of the advective derivativesfact that the value of the residual inside the fine grid region
now depends on the gradient of f 1 j. Precisely the same are not utilized for these runs. The refinement ratio for

the refined section of the grid remains constant over theprocedure must be completed when a residual problem is
relaxed on an intermediate grid: The value of the residual four runs, so that as the grid spacing on the base grid is

halved, the grid spacing in the refined region is also halved.on the next coarsest physical level near the fine grid bound-
ary must be updated to account for the fact that the residual For each run, the L2 norm of the error in the u-velocity

is computed for the refined region only. Table I containsproblem on the intermediate grid is being calculated with
an updated value of f. This ensures that the right-hand the errors and convergence rates for this example.

From the data in the table, it is apparent that the errorside of a composite residual problem is always a divergence
and, hence, the solvability condition for the discrete Pois- in the refined patch is converging to zero in the L2 norm

at nearly a second-order rate. However, a closer look atson problem with Neumann boundary conditions is satis-
fied. In particular, if the coarsest grid level consists of a the tables reveals a seemingly paradoxical result. If one

compares the magnitude of the errors for two runs withsingle grid, the composite residual problem that is formed
on that grid is completely solvable. the same size base grid and refinement factors 2 and 4, it

is evident that increasing the refinement factor and, hence,
the number of points in the refined region, does not neces-

6. CONVERGENCE RESULTS sarily reduce the size of the errors in the refined region.
For this example, in fact, the error for the r 5 4 case is

To verify the second-order accuracy of the refined grid larger than for r 5 2.
projection method, two convergence tests are presented. The explanation of this depends on two facts. First, since
In the first test, a set of computations are run on a refined the exact solution is simply a translation in time of the
grid for a problem for which the exact solution is known. initial conditions, the regions in the flow that are least
Second-order convergence to the exact solution is demon- accurately computed, namely where the velocities, and
strated for a refined region of the grid as the cell size of pressure gradient are least smooth, repeatedly cross
the entire grid is reduced. The initial conditions for this through the refined grid region. The errors in the fine
example are given on the periodic unit square by regions are therefore caused for the most part by errors

in the surrounding coarse cells. As the coarse grid error
converges to second order, so does the fine grid error.

u(x, y) 5 1 2 2 cos(2fx) sin(2fy)
(36) The second reason stems from the form of the refined

grid MAC divergence operator. For this problem, the dis-v(x, y) 5 1 1 2 sin(2fx) cos(2fy).
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TABLE II ‘‘Grid location’’ gives the coordinates of the lower left and
upper right corner of the particular grid, while the columnsGrid Cell Sizes for the Three Runs in the Vortex Capture
labeled ‘‘Run 1’’ et cetera give the cell size for the grid.Convergence Study

The initial conditions for the problem are given by the
Level Grid location Run 1 Run 2 Run 3 superposition of two Gaussian patches of vorticity located

in the plane at the points (0, 1) and (0, 21). Specifically,
0 (264, 264) (64, 64) 2 2 2

the initial vorticity distribution is given by1 (216, 216) (16, 16) 1/2 1/2 1/2
2 (26, 26) (6, 6) 1/4 1/8 1/16
3 (22, 22) (2, 2) 1/16 1/32 1/64 g(x, y) 5 2f(e22(x2

1(y21)2) 1 e22(x2
1(y11)2)).

A vorticity contour plot of the initial conditions on a square
grid extending from 22 to 2 in each dimension is shown

crete divergence of the exact solution is zero at all cells in Fig. 9. Given these initial conditions, the two patches
except coarse grid cells that border fine grid regions, where of vorticity will wind around each other to form a larger
averaging of fine grid velocities to coarse grid values breaks vortex patch centered at the origin. This phenomenon is
the symmetry of the coarse grid divergence. This intro- sometimes referred to as vortex capture and plays a critical
duces an error into the solution in the first and successive role in the transition of two-dimensional flows to quasi-
time steps. Furthermore, this error is larger for the r 5 4 equilibrium states. (See for example [32].)
case than r 5 2 because the truncation error of the averag- Since the computational domain for the above example
ing stencil for r 5 4 is slightly larger than r 5 2 (both is, of course, finite, some approximation to the free-space
are still second order). A higher order interpolant would boundary conditions must be made at the edges of the
remedy this problem, but as discussed in Section 4.2, using computational domain. The vorticity distribution for this
simple averaging of the velocities is necessary for other problem has compact support (the Gaussian quickly decay
reasons and does not affect the global accuracy of the pro- to below machine precision), and the boundary conditions
jection. are set from the vorticity by considering the flow induced

A much more convincing convergence example would by a point vortex. Specifically, given a point vortex with
show the solution in a refined region converging as the strength G centered at the origin, the flow it induces is
refinement ratio is increased while the grid spacing of the given by
coarse grid region remains constant. The next example in
this section is such a case.

u(x, y) 5 2G
y

2fR2

(37)

The above example illustrates an important point for the
would-be user of refined-grid methods for incompressible
flow. Since regions of grid refinement use coarser grid v(x, y) 5 G

x
2fR2 .

values near boundaries for the computation of derivatives,
one must be careful to arrange refined grids so that errors
in coarse grid values surrounding them are as small as the where R is the radial distance from the origin. If G is set

equal to the integral of the initial vorticity (in this caseintended errors in the refined regions. Also, since errors
in the solutions can propagate with the fluid, one must be 2f2), then as the distance from the origin is increased, the

flow induced by the point vortex will converge to the flowcareful that coarse grid error does not flow into fine grid
regions and affect the accuracy therein. Effective strategies induced by the Gaussian vortex patches. This is analogous

to the gravitational effect of a cluster of stars such as afor applying adaptive mesh refinement to incompressible
flow would have to address both of these concerns. galaxy; at a great distance, it is indistinguishable from that

of a single body with a mass equal to that of the galaxy.In order to give a more convincing convergence example,
convergence of refined grid solutions is illustrated while For the vortex capture problem the velocities given in Eq.

(37) are used as the boundary conditions for the computa-coarse grids are held to a fixed size. The problem used for
this example is the merging of two regions of vorticity set tional grid. By using a sequence of coarser grids centered

at the origin, the computational domain is made to repre-in an unbounded domain. For this convergence test, three
computations are done on a refined grid structure con- sent a large area around the patch so that applying the

boundary conditions given by (37), instead of using antaining four grid levels, each consisting of a single grid.
The coarsest two grids remain the same for the three runs, approximation to free-space boundary conditions affects

the solution very little. The determining factor for how bigwhile the finest two levels are refined by increasing the
refinement factor between levels one and two from 2 to 4 the domain must be depends on the locality of the vorticity

distribution and, hence, is problem dependent. For thisto 8. Table II gives the grid locations and cell sizes for
each level for each of the three runs. The column labeled convergence example, the box size is of little importance
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and was found experimentally by increasing the domain
size until further increases did not noticeably effect the so-
lution.

For free-space problems, where the vorticity distribution
is not localized about the origin, free-space boundary con-
ditions can be explicitly computed using potential theory.
A numerical method for approximating free-space bound-
ary conditions in vortex systems similar to a method pro-
posed by Anderson [4] is presented by Almgren in [3] and
could be readily implemented on refined grids.

The initial conditions for the above problem are given in
terms of the vorticity. For the projection method, however,
initial conditions are required for the velocities and the
pressure gradient and are computed by first solving

Dci,j 5 2gi,j , (38)

where g is the initial vorticity and c is the initial stream FIG. 8. Convergence rate for vortex capture problem.
function. Centered finite difference approximations to the
derivative of c are then used to compute the velocities. The
Poisson equation (38) is solved using the same multigrid was computed. The second of these numbers was found
procedure used for the projection. The imposed velocity by taking the log10 of the ratio of the initial and final
boundary conditions discussed above serve as the Neu- residuals. Table III contains the information for the case
mann boundary data for the vorticity-stream function Pois- when only one Gauss–Seidel relaxation step was used in
son problem. In order for the solvability condition to be both the upward and downward sweeps of the multigrid
met, it must be true that the sum of the imposed boundary V-cycle. It has been found experimentally that using two
velocity values equal the total integral of the vorticity in relaxations instead of one results in a more efficient solu-
the domain. To enforce this, the values of the imposed tion in terms of overall computation time, and the corre-
velocities at the boundaries are initially adjusted after be- sponding numbers for this case are given in Table IV. The
ing set so that the solvability condition is met. The adjust- second table shows a typical reduction in residual of a
ment is typically on the order of 1025 or less and is per- factor of 10 for each iteration. For this problem, at least,
formed only during the computation of the initial the rate of convergence does not depend on the refinement
conditions. ratios between grids, although for other problems a ten-

For each of the three grid structures described in Table dency for the method to perform slightly better for smaller
II, solutions were computed to time t 5 4.0 with CFL 5 refinement factors has been noted. The multigrid algorithm
0.9. Convergence rates of the velocity were computed every was used successfully in [30] on problems using six levels
0.5 time units in the L2 norm using the standard Richard- of refinement and 60 separate grids with similar conver-
son’s procedure. The graph in Fig. 8 plots the computed gence results.
convergence rate versus time. The convergence rate is ini- In terms of CPU time, the various multigrid routines
tially almost exactly 2 but begins to drop off after time which are used for the two separate projections in the
t 5 3. This is presumably due to the fact that by t 5 4 the algorithm account for upwards of 60% of the total time
solution contains a sharp gradient in the vorticity at the for a typical run when computed on a single processor of
center of the two patches and hence is not smooth enough a Cray YMP 8/64. As a specific example, the second run in
to show optimal convergence. Figure 9 shows the vorticity the above convergence test, which used 33,792 grid points,
contours for the solution of the finest grid for the three took 114 s of CPU time, including initialization. There
runs at time 4.0. The coarsest run is shown in the top right were 293 time steps in the run giving an average of about
figure, and the solution from the second finest and finest 11.5 es per cell per time step. More than 65% of the total
runs appear in the bottom left and bottom right pic- CPU time was spent in the basic multigrid routines.
tures, respectively.

Multigrid convergence statistics were also collected for 7. CONCLUDING REMARKS
the three runs used in the above convergence study. For
each run, the average number of multigrid iterations used In this work, a projection method for solving the Euler

equations on locally refined grids is presented. Numericalin each multigrid solution during the run, as well as the
average order of magnitude of the reduction in residual, evidence is presented that shows the method is converging
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FIG. 9. Vorticity contours for the vortex capture convergence runs. The initial conditions appear in the top left corner. The physical domain
shown represents the square given by (22, 22) and (2, 2).

at a second-order rate relative to the cell size, even when to more complicated physical systems. For example, the
multigrid method presented in this work is easily adaptedcell size is held constant in other regions of the flow. Also,

an efficient procedure for solving the projection on refined to solve the implicit equations for viscous terms in the
BCG method for the Navier–Stokes equations. Likewise,grids is presented.

It is relatively straightforward to apply the machinery the advection of density or mass fraction of variable density
flows can be easily implemented using the Godunov proce-developed for solving the Euler equations on refined grids

TABLE III TABLE IV

Multigrid Convergence Results when Using TwoMultigrid Convergence Results when Using One
Gauss–Seidel Relaxation Gauss–Seidel Relaxations

Run 1 Run 2 Run 3Run 1 Run 2 Run 3

Mag. of reduction 8.04 7.73 7.34 Mag. of reduction 8.21 7.91 7.54
Num. of iterations 8.06 7.44 7.11Num. of iterations 12.35 11.26 11.52
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